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Abstract: CF(Collaborative Filtering) also faces some problems. Such as cold start problem, 
scalability problem and data sparsity problem. The cold start problem is divided into system cold 
start, user cold start and project cold start. By using GA, the differentiation of user similarity is 
improved, which is beneficial for rating prediction and recommendation.  Different from the classic 
CF algorithm, we use the constructed GA to predict the vacancy value in the scoring matrix before 
calculating the similarity. The crossover operation in GA selects the parent chromosome based on 
the crossover probability, and generates new chromosomes through crossover calculation. This 
paper attempts to study the countermeasures of network CF problem based on GA(Genetic 
Algorithm). The experimental results show that when the data is extremely sparse, the Mae of 
various algorithms will increase, but the algorithm in this paper has the minimum Mae value, which 
keeps around 0.79 on average, reflecting that the algorithm in this paper can better adapt to the data 
with different sparsity. Through the matrix filled with GA, the similarity of users is calculated, and 
the nearest neighbor set of the target user is found. In the process of crossover and mutation. The 
evolution of individuals is easy to produce infeasible individuals. After we get the nearest neighbor 
set of the target user, we can predict the user's score of unrated items according to the evaluation of 
the user's nearest neighbors. 

1. Introduction 
With the explosive growth of network information, users are facing an increasingly serious 

problem of information overload. In order to solve the problem of excessive information, users can 
quickly find the information they need from a large amount of data. Memory based co filtering 
includes three main steps: data normalization, neighbor selection, and determining the weight of 
interpolation. Currently, user based and project based neighbor selection methods have been widely 
studied. CF also faces some problems. For example, cold start issues, scalability issues, and data 
sparsity issues. Among them, data sparsity is a key factor affecting the recommendation quality of 
CF systems, which often leads to low recommendation accuracy[1]. In this paper, the network CF 
problem is studied based on GA. GA takes fitness function as its evolutionary goal. It can only 
evolve in the direction of increasing the value of the fitness function. Therefore, the fitness function 
and the objective function should be properly converted[2]. The crossover operation in GA selects 
the parent chromosome based on the crossover probability, and generates new chromosomes 
through crossover calculation. Firstly, two chromosomes are selected from the parent generation, 
and the number of swapping weights between chromosomes is determined by the probability of 
swapping. GA has better scalability and correctness, so this algorithm focuses on project-based 
methods, and the key step is correlation calculation. The mixed strategy of fitness ratio method and 
elite retention is used to determine the selection probability. First, the individual with the highest 
fitness in the population is directly copied to the next generation population. Then select the 
remaining population, and the selection proportion is based on the size of the fitness function. 
Calculate similarity for users through the matrix filled with GA, this algorithm can discover more 
potential user neighbors with dependency relationships; On the other hand, filling the user rating 
matrix in stages based on the reliability of user neighbors partially compensates for the problem of 
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data sparsity[3-4]. 

2. Existing problems of collaborative filtering algorithm 
CF algorithm is the most successful personalized recommendation technology at present. It is an 

algorithm to find the nearest neighbor set of the target user according to the comparison between the 
behavior information of the target user and the behavior of other users, and make recommendation 
predictions for the target user according to the interests of the similar neighbors of the target user to 
help them make decisions [5]. The shortcomings of existing CF algorithms are sparsity, scalability 
and cold start. In practice, the number of users and item days is very large. In this case, the scoring 
matrix will be extremely sparse, which is commonly referred to as sparsity, and has a negative 
impact on the CF algorithm. In large-scale e-commerce websites, with the increasing number of 
users and products, the dimension of user rating matrix becomes very high, and the number of 
products scored by users only accounts for a small part, so sparsity becomes the core factor 
affecting the recommendation effect of recommendation system [6-7]. CF algorithm is based on 
users' CF recommendation. By analyzing the scoring data of users' history, the nearest neighbor of 
the target user is found, and then the unknown interest of the target user is predicted by the scoring 
of the nearest neighbor. Because of this problem, the similarity between two users is very likely to 
be zero. This situation is called neighbor transmission loss. For example, if there is a high 
correlation between users and users, and there is also a high correlation between user mouth and 
user bin, then there is not necessarily a high correlation between users [8]. There are many methods 
to alleviate the sparseness of scoring matrix, although all of them alleviate the sparseness of data to 
some extent, but none of them are from the perspective of finding more potential dependent user 
neighbors and predicting the filling of scoring matrix in stages by decreasing reliability. They may 
have few common scores, and may even have a negative correlation because they have few scores. 

3. Research on Countermeasures of Network Collaborative Filtering Problem Based on 
Genetic Algorithm 
3.1. Correlation Calculation Based on Genetic Algorithm 

Usually, because users only rate a portion of a large number of projects, most of the ratings are 
missing. In this case, if the user only rates a small portion, the Pearson correlation coefficient will 
overestimate the correlation between them. This article uses GA to predict missing scores to obtain 
a missing score matrix, and then uses the enhanced Pearson correlation method to calculate the 
correlation to form neighbors to obtain the predicted value of missing scores [9]. Therefore, the 
median of the rating interval can be used to represent the boundary point of interest. When the 
rating is above the median, it indicates liking, and when the rating is below the median, it indicates 
dislike. For a single user, the average rating of the user may better represent the boundary point of 
their interest tendency. 

In the constructed user scoring matrix of the CF based recommendation system. Different from 
the classic CF algorithm, we use the constructed GA to predict the vacancy value in the scoring 
matrix before calculating the similarity. The crossover operation in GA selects the parent 
chromosome based on the crossover probability, and generates new chromosomes through 
crossover calculation. Firstly, two chromosomes are selected from the parent generation, and the 
number of swapping weights between chromosomes is determined by the probability of swapping. 
GA has better scalability and correctness, so this algorithm focuses on project-based methods, and 
the key step is correlation calculation[10]. Therefore, the fitness function and the objective function 
should be properly converted. If the network error in evolution is a positive non-zero number, the 
reciprocal of the objective function can be taken as the fitness function. Usually, Pearson correlation 
coefficients are used to provide a more reliable correlation formula based on parameters, which can 
be described as: 
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Where: ji NN +  is the number of users who score on item i  and item j  at the same time; α  is a 
parameter for adjusting correlation calculation. 

Then the filled matrix is used to calculate the similarity of users and find the nearest neighbor set 
of target users. In the process of crossover and mutation. In this paper, the method of formula (1) is 

used to predict the target user i  score inP  of unrated item a . 
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( )uisim ,  represents the similarity between the target user i  and the user u . iR  stands for the 
average score with i . 

When the number of items jointly commented by two users is small, even if their scores are 
highly similar, it does not mean that they are necessarily similar, that is, the confidence of similarity 
is related to the number of items jointly evaluated by users. Table 1 shows the similarity between 
users calculated according to formula (2). 

Table 1 Calculated Similarity 

 User1 User2 User3 User4 
User1 - 0.345 0.124 0.378 
User2 0.315 - 0.258 0.357 
User3 0.254 0.567 - 0.453 
User4 0.287 0.361 0.497 - 

It can be seen that equation (2) avoids the drawbacks of traditional similarity algorithms, 
improves the differentiation of user similarity, and is conducive to rating prediction and 
recommendation. In CF, users score items because they are interested in the implicit characteristics 
of these items, and there are some common characteristics among these items. The user's preference 
for an item is that the user has a high score for these items. 

3.2. Experimental results and analysis 
Sparsity directly affects the quality of this recommendation system, so it has attracted great 

attention from academic and application circles. For the cold start problem, a solution is to 
recommend users based on the similarity of users' attributes when the number of users' ratings is 
small, and with the increase of users' ratings, users' ratings are gradually used to make 
recommendations. How to integrate user attribute recommendation and user rating recommendation 
to achieve a smooth transition is a difficult problem. In order to test the cold start performance of 
the algorithm, the experiment randomly selects 25 users from the data set, deletes their related 
rating information, simulates the cold start scenario, and tests the cold start performance of the 
algorithm in this paper. 

From the results in Figure 1, it can be seen that this method can fully utilize user information and 
to some extent alleviate the problem of cold start. In order to test the performance of the algorithm 
under different sparse data conditions, a portion of the scoring data was randomly removed from the 
dataset to artificially improve data sparsity. Then, the algorithm proposed in this paper was 
compared with traditional algorithms, and the results are shown in Figure 2. 

209



 

Figure 1 Algorithm performance under cold start conditions 

 

Figure 2 Performance of Different Algorithms under Sparsity 
From Figure 2, it can be seen that when the data is extremely sparse, the Mae of various 

algorithms will increase. However, the algorithm in this paper has the minimum Mae value under 
various sparsities, maintaining an average of around 0.79, reflecting that the algorithm in this paper 
can better adapt to data with different sparsities. 

Through the above experimental analysis, the median of the rating interval can be used to 
represent the boundary point of interest. When the rating is above the median, it indicates liking, 
and when the rating is below the median, it indicates dislike. For a single user, the average rating of 
the user may better represent the boundary point of their interest tendency when there are a large 
number of users and projects, all the default values are filled, and the amount of calculation to 
complete the recommendation is also relatively large, so it is suitable for small-scale databases. In 
addition, there will be some differences in users' scoring of projects that are not over-rated. This 
method uses unified values to fill in, without considering the differences of users' interests and 
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obliterating users' personality. 

4. Conclusions 
In this paper, we use GA to study the countermeasures of network CF problem, and effectively 

optimize the weights to solve the shortcomings of slow convergence of network speed and 
sensitivity of initial weights. By using GA, the differentiation of user similarity is improved, which 
is beneficial for rating prediction and recommendation. The article proposes a GA based approach 
to address the efficiency issues and low quality recommendation results when dealing with large 
datasets. This algorithm can discover more potential user neighbors with dependency relationships; 
On the other hand, filling the user rating matrix in stages based on the reliability of user neighbors 
partially compensates for the problem of data sparsity. We have achieved a smooth transition from 
similarity calculation in the constructed user scoring matrix of the CF based recommendation 
system. Different from the classic CF algorithm, we use the constructed GA to predict the vacancy 
value in the scoring matrix before calculating the similarity. The crossover operation in GA selects 
the parent chromosome based on the crossover probability, and generates new chromosomes 
through crossover calculation. Firstly, two chromosomes are selected from the parent generation, 
and the number of swapping weights between chromosomes is determined by the probability of 
swapping. The experimental results show that when the data is extremely sparse, the Mae of various 
algorithms will increase. However, the algorithm in this paper has the minimum Mae value under 
various sparsities, maintaining an average of around 0.79, reflecting that the algorithm in this paper 
can better adapt to data with different sparsities. The next step will be to study the number of steps 
for neighboring users to fill in based on their influence, in order to more reliably compensate for the 
sparsity of the rating matrix data. 
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